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MeeAng	
  theme	
  quesAons	
  addressed	
  (secAon	
  5b):	
  
• Is	
  the	
  merger	
  rate	
  with	
  redshiH	
  understood?
• What	
  is	
  the	
  implicaAon	
  for	
  galaxy	
  growth	
  and	
  change	
  with	
  the	
  

merger	
  rate?	
  
• What	
  role	
  is	
  ALMA	
  playing	
  in	
  beNer	
  understanding	
  mergers	
  

over	
  all	
  cosmic	
  Ame?	
  

Where does this talk fit in ?



3

For	
  dark	
  maNer:	
  yes.	
  But	
  for	
  galaxies	
  ?

Is the merger rate with redshift understood ?
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Figure 4. Normalized galaxy merger rate Fmg (top), the volumetric merger rate Rmg (bottom left), and the number density of the galaxy sample in the magnitude range
(bottom right) are plotted as a function of redshift z. Top: the observational results (red) are taken from literatures including those from Patton et al. (2002) (diamond),
Lin et al. (2004) (cross), Bell et al. (2006) (star), De Propris et al. (2007) (filled square), and de Ravel et al. (2011) (filled reverse triangle) adopting the approach of
galaxy pair counts, and from Conselice at al. (2003) (filled circle) and Lotz et al. (2008a) (filled triangle) using a morphological analysis of galaxies. Bottom left: the
observational data points are taken from literatures including Lin et al. (2008) (DEEP2, TKRS, MGC, and CNOC2) and de Ravel et al. (2011) (zCOSMOS). The large
deviation is observed between the observational merger rate and the theoretical values in the models. This is mainly due to the normalization factor Cmg/Tmg adopted
by the observations to convert Nc into a merger rate much larger than those found in the models. However, the flat evolutionary trend is seen among the models. In
addition, it is also evident that the merger rates vary with the models, and at a high redshift the variation is as large as an order of magnitude. Bottom right: the plot
is to illustrate how the number density of galaxies varies with the redshift z. At high redshift, the deviation among different models is as large as a factor of 10. Rmg
basically is Fmg × ng(z).

the galaxy peculiar velocity. To obtain fmg, Cmg is therefore
as important as Tmg, and these two essential quantities are not
direct observables but can be evaluated through simulations.
Apart from the factor of (1 + G), Fmg and fmg should be the
same. The normalized merger rate Fmg can then be expressed in
terms of Nc, Cmg, and Tmg. Substituting Cmg with Equation (4)
and Nc with Equation (1), we then obtain

Fmg ≡
CmgNc

Tmg
=

2Nmg

NgTmg
. (5)

Rewriting Equation (5), Tmg can then be expressed as a function
of Fmg, Ng, and Nmg such that

Tmg =
2Nmg

NgFmg
=

Nmg

Nmg∑

i=1

1
Ti

= 1
〈T −1〉

. (6)

The determination of Tmg is based on this formula in our work.
There is an innate difference between the true merger

timescale and the timescale over which the merger would be
observable, i.e., the “observability timescale,” see, for exam-
ple, Lotz et al. (2011). Tmg is also an average observability
timescale, but defined differently from Equation (8) in Lotz
et al. (2011). Our Tmg definition is close to Equation (8) in

Kitzbichler & White (2008), and the main difference is that
they absorb Cmg into the merger time but we do not, making
their merger timescale longer than ours.

The other definition is the volumetric merger rate, which has
the form

Rmg ≡

Nmg∑

i=1

1
Ti

L3
= 1

2
Fmg × ng(z), (7)

where L is the length of the simulation box on a side in units of
h−1 Mpc and ng(z) is the comoving number density of galaxies,
i.e., ng(z) = Ng/L

3 in this study. Comparatively, Lin et al.
(2004) gives

Γmg = (0.5 + G) ×
ngCmgNc

Tmg
, (8)

where G is the correction factor previously described and the
factor of 0.5 in (0.5 + G) converts the number of merging
galaxies into the number of merger events. Except for the factor
of (0.5 + G), Rmg is the same as Γmg.

In Figure 4, the normalized merger rate Fmg (top) and the
volumetric merger rate Rmg (bottom left) for the models and
observations are plotted as a function of z, plus the evolution
of the number density of the selected galaxies ng (bottom
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Observed	
  merger	
  rates	
  are	
  derived	
  from	
  close	
  (projected)	
  pair	
  counts,	
  with	
  assumpAons	
  about	
  
projecAon	
  effects	
  (not	
  all	
  2D	
  pairs	
  are	
  merging	
  systems)	
  and	
  merger	
  Amescales.

Jian	
  et	
  al.	
  (2012)	
  conclude	
  that	
  the	
  large	
  discrepancies	
  between	
  the	
  models	
  and	
  observaAons	
  
are	
  mainly	
  due	
  to	
  the	
  assumed	
  merger	
  Amescales	
  and	
  probabiliAes	
  for	
  projected	
  close	
  pairs	
  to	
  
actual	
  merge.

Normalized	
  galaxy	
  merger	
  rates	
  from	
  observa4ons	
  and	
  models	
  as	
  compiled	
  by	
  Jian	
  et	
  al.	
  (2012).
Observa4ons	
  are	
  in	
  red,	
  various	
  publicly	
  available	
  models	
  in	
  other	
  colours,	
  and	
  DM	
  in	
  black.
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Merger	
  4me	
  (in	
  Gyr)	
  as	
  a	
  func4on	
  of
local	
  density	
  (compiled	
  by	
  Jian	
  et	
  al.	
  2012).
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Figure 8. Merger fraction Cmg as a function of local density (1 + δn) (left) and Mh (right). Cmg is not only affected by the density, but also by the models. Left: Cmg
declines with the density. The variation between the lowest density and the highest density region is able to reach a factor of ∼5 in Bower06 and Font08, but a factor
of ∼1.5 in DeLucia06 and Bertone07. At the same density bin, different models deviate as large as a factor of ∼3.5. Right: the highest value of Cmg is in the bin with
12.0 < log10(Mh/M") < 13.0 (group environment). The deviation among different models is as large as a factor of ∼10.
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Figure 9. Ratio of N3D/Npair as a function of local density (1 + δn) (left) and Mh (right). From this plot we are able to know in these 2D-selected close pairs how
many of them are three dimensionally close. It is found that the ratio has environmental dependence similar to Cmg, and it is thus inferred that the projection effect
is responsible for the environmental dependence of Cmg. However, the slope of the ratio is flatter than that of Cmg, and it is suspected that some other physical
mechanisms in dense environments prevent close pairs from merging.
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  for	
  the	
  ra4o	
  of	
  3D	
  to	
  2D	
  pairs.

The Astrophysical Journal, 754:26 (15pp), 2012 July 20 Jian, Lin, & Chiueh

10-1

100

101

T
m

g 
(G

yr
)

1.0 < z < 1.4

Font08
Bertone07
DeLucia06

Bower06
ΛCDM100b

0.8 < z < 1.0

10-1

100

101

-1.0 0.0 1.0 2.0

T
m

g 
(G

yr
)

log10(1+δn)

0.5 < z < 0.8

-1.0 0.0 1.0 2.0
log10(1+δn)

0.2 < z < 0.5

1.0 < z < 1.4

Font08
Bertone07
DeLucia06

Bower06
ΛCDM100b

0.8 < z < 1.0

11.0 12.0 13.0 14.0 15.0
log10(Mh/h-1 MΘ)

0.5 < z < 0.8

11.0 12.0 13.0 14.0 15.0
log10(Mh/h-1 MΘ)

0.2 < z < 0.5

Figure 7. Merger time Tmg as a function of local density (1 + δn) (left) and Mh (right). Tmg is estimated using Equation (6). Left: Tmg is nearly constant without
environment (1 + δn) dependence and agrees well among the four SAMs. Tmg in the high-density region is 20% or less shorter than in the low-density region. At lower
redshift, Tmg is apparently shorter. However, it doest not mean that projected close pairs found at low-redshift merge sooner, but Tmg is computed from these mergers
before the present time and a short Tmg will be obtained at low redshift. Right: Tmg is also approximately independent of environment Mh and the models. At high
redshift, Tmg in less massive Mh bins (field environment) is twice as long as that in the most massive Mh bin (cluster environment), but the error bar in the bin is quite
large. Therefore, Tmg is assumed to be flat.

galaxy close pairs have a low velocity dispersion and hence are
easier to merge. In addition, as we will discuss in Section 3.4,
close pairs in group environments are also less contaminated
from the projection effect.

3.4. Environment Dependence of the Merger Timescale Tmg
and the Merger Probability of Close Pairs Cmg

Because Cmg and Tmg are two important quantities for
observations to convert Nc into a galaxy merger rate and can be
determined only theoretically, we explore them in detail in this
section. We evaluate Tmg from Equation (6), previously defined.
In Figure 7, Tmg is expressed in terms of two environmental
estimators, (1 + δn) (left) and Mh (right). On both panels, the
merger time Tmg shows a weak dependence on environments.
In the densest region, Tmg is ∼10% shorter than that in an
underdense region, and the deviation of Tmg among different
models is small. Moreover, the merger timescale Tmg is much
longer in the SAMs than in ΛCDM100b. The treatment of
orphan galaxies to add dynamical friction time in the SAMs
is responsible for the longer timescale. We also observe that
Tmg depends slightly on redshift z and declines as (1 + z)−1 for
SAMs. However, we argue that the redshift dependence may
not be a real effect. The shorter Tmg obtained at a low redshift
is simply because many of the projected close pairs identified
at low z have no time to merge before the present. That is, the
shorter Tmg represents only a small merger population.

Regarding the evaluation of Cmg, we follow the merger tree
forward in time in the simulations to examine whether projected
close pairs will merge before the present. If close pairs do not
merge before the present time, then they will not be counted

as mergers. The merger probability of close pairs Cmg is the
fraction of the merger number to the close-pair number and is
to account for the effect of interlope contamination.

The merger probability of close pairs Cmg is plotted as a
function of local density (1+δn) (left) and Mh (right) in Figure 8.
Contrary to a weak dependence on environments in Tmg, Cmg
reveals a strong dependence on environments. In the left panel,
Cmg monotonically declines with the local density (1+δn), while
it has a peak at the mid-Mh bin (12 < log10(Mh/M#) < 13),
corresponding to the group environment. The profiles of Cmg in
different SAMs also show significant discrepancies by a factor
of three in both the left and right panels. At low redshift, the Cmg
profiles become flatter; this is understandable since a number
of projected close pairs do not have enough time to merge
before the present, and Cmg does not vary with environment
richness sensitivity, thereby yielding a flatter profile and having
less difference between the underdense and overdense regions.
In contrast, Cmg at a low z in ΛCDM100b still shows a steep
profile and differs with those of the SAMs by a factor of ∼2
in low-density regions. This is mainly due to the short merging
timescale Tmg in ΛCDM100b (see Figure 3), which results in a
narrow distribution of merging time, and hence there is little
difference between high and low redshifts.

To understand the origin leading to the environmental depen-
dence found in Cmg, the ratio of N3D/Npair is investigated to
give an idea of how many projected close pairs are really close
in a three-dimensional (3D) space, where N3D is the number of
galaxy pairs that are close in a 3D space in the two-dimensional
(2D) close-pair sample. The ratio is computed as a function
of local density (1 + δn) and Mh, and the results are shown in
Figure 9. The ratio of N3D/Npair displays curves similar to the
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Normalized	
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  local	
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Figure 6. Normalized merger rate Fmg is plotted as a function of local density (1 + δn) (left) and Mh (right). Fmg reveals a strong dependence on environments. Left:
Fmg increases with (1 + δn), and in DeLucia06 (pink) and Bertone07 (blue) the increasing strength of Fmg is over an order of magnitude in high-density regions than
in low-density regions, while in Bower06 (cyan) and Font08 (green), it is relatively flattened and is ∼4 time larger. Right: Fmg reveals a turnover profile, and the
difference between that of field galaxies and that of group galaxies is over an order of magnitude. Galaxies in a group environment appear to have the highest merger
rate. The high merger rate in high local density regions is attributed to significant contributions from galaxies in group environments.

fraction of the eliminated pairs in Font08 for Mh bins, for exam-
ple, is ∼15% at z ∼ 1 and drops to ∼6% at z = 0. The fraction is
small and unlikely to affect the result. In the left panel, it is seen
that the pair fraction Nc increases with the local density (1 + δn),
and different models are in good agreement with the DEEP2
observation (Lin et al. 2008), except for the densest bin. This
increasing tendency is understandable simply because the galax-
ies in an overdense environment are more clustered, and thus
easily appear in pairs. By contrast, in the right panel, Nc appears
to grow at low Mh bins, but gradually becomes flat and displays
large deviations among the models at high Mh bins. The expla-
nation for this is that any given bin of (1+δn) is contributed from
various Mh bins, as discussed in Section 3.1 (see Figure 1), and
due to the least contribution from the most massive cluster scale
in overdense regions (the bins with high (1+δn)), the total effect
leads to the result where Nc continues to grow as the local den-
sity (1 + δn) increases. Additionally, the evolution of Nc appears
to evolve weakly with redshift z in any case. However, differ-
ent SAMs differ considerably by a factor of ∼1.5 in Nc in the
high-density region and by a factor of ∼4 in the highest Mh bin.

The normalized galaxy merger rate Fmg is also evaluated
in terms of (1 + δn) (left) and Mh (right) in Figure 6. In the
left panel, the observational results from Lin et al. (2010) are
included for comparisons. It is evident that Fmg has a strong
dependence on the surrounding environment, demonstrating that
mergers occur more frequently in a more dense region than in an
underdense region. In addition, Fmg appears to be nearly redshift
independent but model dependent. In the left panel, if the galaxy
merger rate is parameterized as Fmg ∝ (1 + δn)α , then it is seen
that Fmg is flatter in Bower06 (cyan) and Font08 (green) with
α ∼ 0.3, and steeper in DeLucia06 (pink) and Bertone07 (blue)
with α ∼ 0.6–0.7. That is, for all redshifts, galaxies merge more

rapidly in high-density regions than in underdense regions by a
factor of ∼4 in Bower06 and Font08 and by a factor of ∼20 in
DeLucia06 and Bertone07. The positive correlation between the
galaxy merger rate and the locale density is in broad agreement
with the measurement from Fakhouri & Ma (2009), in that for
galaxy-mass halos, mergers occur ∼2.5 times more frequently
in the densest regions. The strong environment dependence is
also consistent with the results in the recent observational works
of Lin et al. (2010), de Ravel et al. (2011), and Kampczyk et al.
(2011) over the redshift range 0.2 < z < 1.2. In contrast, Fmg
in ΛCDM100b (black) shows nearly flat profiles, implying that it
is roughly independent of environment. This finding of a lack of
environmental dependence is close to what Hester & Tastisiomi
(2010) concluded using a merger tree of subhalos from the
Millennium Simulation. The difference between the SAMs and
ΛCDM100b will be further discussed in Section 4.

On the other hand, when Fmg is expressed in terms of Mh,
the profile shows a turnover and has a peak in the Mh range
between 1012 and 1013 h−1 M$, which corresponds to group
environments. The major disparity among the models is at the
most massive Mh bin. Mergers occur approximately an order
of magnitude more frequently in group or cluster environments
than in a field environment, and the peak indicates that galaxies
in group environments merge most efficiently. Because galaxies
in a local density (1 + δn) bin are contributed partially from
field, group, and cluster environments (see Figure 1), the actual
enhancement in the merger rate seen in high local density regions
in the left panel of Figure 6 is mainly contributed from galaxies
in a group environment. This finding is in good agreement with
that of Tran et al. (2008) that the group environment is critical for
mergers to form massive galaxies. The fact that group galaxies
have a high merger rate is expected, since in such environments
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Figure 2. Left: the evolutions of the pair fraction Nc computed with an evolved luminosity-selected criterion is shown. Observation results (red data points with error
bars) taken from Lin et al. (2004) include SSRS2 (da Costa et al. 1998), CNOC2 (Yee et al. 2000), and DEEP2 early data (Davis et al. 2003); full samples in Lin et al.
(2008) include SRSS2, CNOC2, MGC (Millennium Galaxy Catalog; Liske et al. 2003; Driver et al. 2005; Allen et al. 2006), GOODS-S (López-Sanjuan et al. 2010),
TKRS (Wirth et al. 2004), and DEEP2 (Davis et al. 2003, 2007); and from de Ravel et al. (2011) (zCOSMOS). The values of the Nc derived from the models are close
to the observational data, and the discrepancy among the models is as large as a factor of ∼3. However, their evolutionary trends appear to be flat in agreement with the
observations. Right: projected two-point correlation functions wp(rp) are plotted to show the clustering strength at small length scale where the vertical lines indicate
the limiting physical projected separation 50 h−1 kpc for which pairs are counted. The red data points with error bars in the top-right panel are from DEEP2 galaxies
(Coil et al. 2006). The observable abundance of close pairs can be estimated from wp(rp). Clearly, the stronger strength found at a small length scale in Bower06 and
Font08 reflects a higher value of Nc.

real physical meaning for the environment, and the dominant
contribution for large (1 + δn) is from groups or small clusters.

3.2. Pair Fraction Nc and Galaxy Merger Rate

There are two observational approaches used to probe the
evolution of mergers. One is related to the close-pair count
(e.g., Patton et al. 2002; Lin et al. 2004, 2008), and the other
is to count galaxy mergers through morphological signatures of
galaxy interaction (e.g., Conselice at al. 2003; Lotz et al. 2008a).
In this study, we follow the close-pair count approach to study
the galaxy merger and explore its environmental dependence.
In this approach, the direct observable is the average number of
companions per galaxy, defined as

Nc ≡
2Npair

Ng

, (1)

where Npair is the number of galaxy pairs and Ng is the number
of galaxies in the sample. Through studying Nc from different
models, a direct comparison between theories and observations
can be made. Normally, the pair fraction is not equal to the
average number of companions per galaxy, Nc, but in this study,
we liberally refer to the term “pair fraction” as “the average
number of companions per galaxy.” Following the observational
criterion in Patton et al. (2002), projected close pairs are so

defined that the projected separation satisfies 10 h−1 kpc !
∆r ! rmax, where rmax = 50 h−1 kpc is assumed in this study,
and the rest-frame relative velocity ∆v is less than 500 km s−1.
Additionally, galaxy samples are selected in the evolution-
corrected B-band magnitude range,−21 ! Me

B ! −19, where
Me

B is defined as MB(z = 0) + Qz, with Q = 1.3 adopted from
Faber et al. (2007).

Our results on the evolution of the pair fraction Nc are shown
in the left panel in Figure 2. This figure contains observation
results (red error bars) taken from Lin et al. (2004) and Lin
et al. (2008) that include DEEP2 (Davis et al. 2003, 2007) and
some low-redshift data and simulation results from four SAMs,
Bower06, Font08, Delucia06, and Bertone07, along with results
from Jian et al. (2008) (ΛCDM100b) and Berrier et al. (2006).
Berrier et al. (2006) adopted two simple models for associating
subhalos with galaxies: Vin, the maximum circular velocity that
the subhalo had when it was first accreted into the host halo,
and Vnow, the maximum circular velocity that the subhalo has
at the current epoch. Two models of Berrier et al. (2006) give
a reasonable range compared with observations, as shown in
Figure 2. It appears that the theoretical Nc(z) vary with models
by a factor as large as ∼3 and overall deviate slightly from the
observations. However, the flat evolutionary trends in the models
are consistent with the observations. The flat trend of Nc(z) was
first theoretically obtained by Berrier et al. (2006) and our results
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Pair	
  fracAon	
  (the	
  “average	
  number	
  of	
  
companions	
  per	
  galaxy”)	
  for:
-­‐	
  observaAons	
  (red	
  points)
-­‐	
  various	
  publicly	
  available	
  models	
  (other
	
  	
  	
  colours)
-­‐	
  dark	
  maNer	
  only	
  simulaAons	
  (black)

For	
  z>1	
  it	
  all	
  gets	
  a	
  bit	
  uncertain.
Can	
  ALMA	
  help	
  here	
  ?

Certainly,	
  but	
  as	
  ALMA	
  is	
  not	
  really	
  a	
  survey	
  
instrument.	
  Surveys	
  are	
  not	
  completely	
  
impossible	
  though,	
  and	
  there	
  is	
  the	
  growing	
  
ALMA	
  archive	
  to	
  harvest	
  ...



SCUBA-­‐2	
  at	
  JCMT	
  (850	
  µm)

ALMA: from blobs to galaxies (and pairs !) 

Text

~18”	
  resoluAon

sub	
  arcsec	
  
resoluAon

Full	
  ALMA	
  (850	
  µm)
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What role is ALMA playing in better 
understanding mergers over all cosmic time ?
• resolve	
  high	
  redshiHs	
  pairs	
  in	
  the	
  sub-­‐mm	
  (from	
  ‘blobs’	
  to	
  single	
  or	
  mulAple	
  

galaxies)

• measure	
  the	
  (molecular)	
  gas	
  and	
  dust	
  content	
  for	
  each	
  (pre-­‐merger)	
  galaxy

• help	
  secure	
  redshiHs	
  (using	
  CO	
  lines,	
  for	
  example,	
  if	
  available	
  at	
  the	
  redshiH	
  
of	
  the	
  cluster)

• with	
  significant	
  line	
  emission:	
  measure	
  the	
  line	
  profile

• eventually	
  do	
  staAsAcs	
  on	
  all	
  of	
  the	
  above

Plan:
• find	
  and	
  get	
  data	
  on	
  pairs	
  beyond	
  redshiH	
  1,	
  especially	
  in	
  and	
  near	
  clusters,	
  

including	
  ALMA	
  data

• produce	
  a	
  sample	
  of	
  simulated	
  clusters	
  to	
  study	
  selecAon	
  and	
  projecAon	
  
effects,	
  amongst	
  others,	
  and	
  generate	
  realisAc	
  predicAons	
  for	
  ALMA



For	
  example,	
  those	
  detected	
  by	
  SpARCS:
	
  	
  The	
  Spitzer	
  AdaptaAon	
  of	
  the	
  Red-­‐Sequence	
  Cluster	
  Survey	
  (PI:	
  Gillian	
  Wilson)

Detected	
  using	
  the	
  cluster	
  
red	
  sequence,	
  then	
  
confirmed	
  by	
  
spectroscopic	
  redshiHs	
  

Coma	
  cluster	
  color-­‐magnitude	
  diagram

Observational part: pairs in and around z>1 clusters
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Figure 2: g′z′[3.6] images of J1053 (upper left), J0224 (lower left) and J0330 (upper right), and
J0225 (lower right) spectroscopically confirmed at z = 1.646, 1.633, 1.626 and 1.594 (Muzzin et al.
2013, DeGroot et al. 2013, in prep, Wilson et al. 2013, in prep). The FOV is ∼ 3 arcmin on a side
(∼ 1.5 Mpc at the redshift of the clusters). Note the large number of massive (3.6-µm bright)
galaxies, for most of which we were unable to obtain a redshift from the ground. 17-passband
broadband imaging spanning UV, optical, near-IR, Spitzer IR and Herschel far-IR is in hand.

Cluster Redshift Members Imaging

J105348+580444 (J1053) zspec = 1.646 ± 0.002 9 u′g′r′i′z′JKs[3.6][4.5][5.8][8.0][24][110][160][250][350][500]

J022426-032330 (J0224) zspec = 1.633 ± 0.001 12 u′g′r′i′z′YJKs[3.6][4.5][5.8][8.0][24][110][160][250][350][500]

J033057-284300 (J0330) zspec = 1.626 ± 0.001 12 u′g′r′i′z′YJKs[3.6][4.5][5.8][8.0][24][110][160][250][350][500]

J022546-035517 (J0225) zspec = 1.594 ± 0.001 11 u′g′r′i′z′YKs[3.6][4.5][5.8][8.0][24][110][160][250][350][500]

Summary of in hand-spectroscopy and multi-passband broadband imaging. J1053 &
J0225 have 17-passband imaging, and J0224 & J0330 have 18-passband imaging. The limiting
magnitudes are 26.3, 27.6, 27.2, 27.0, 25.6, 25.2, 24.5, 23.5, 23.1, 23.1, 19.7, 19.7, 18.0, 20.3, 19.9,
21.0, 20.7, 20.8 AB (5σ) at u′g′r′i′z′YJKs[3.6][4.5][5.8][8.0][24][110][160][250][350][500].

5

gʹ′zʹ′[3.6] images of:
- J1053 (upper left)
- J0224 (lower left)
- J0330 (upper right)
- J0225 (lower right)

All spectroscopically 
confirmed at z = 1.646, 
1.633, 1.626 and 1.594 
(Muzzin et al. 2013, 
DeGroot et al. 2013, in 
prep, Wilson et al. 
2013, in prep).

Moving out to z~1.6



SpARCS	
  J033056-­‐284300
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White	
  circles:	
  sources	
  
with	
  spectroscopic	
  
redshiHs.
Blue	
  rectangle:	
  HST	
  
coverage	
  for	
  50	
  more	
  
(G102	
  spectroscopy)	
  !



SpARCS	
  J033056-­‐284300
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ALMA	
  Cycle	
  2	
  proposal	
  
2013.1.01000.S:
band	
  4	
  (yellow	
  circles)	
  for	
  
CO(3-­‐2)	
  line	
  emission,	
  and	
  
band	
  7	
  (red	
  circles)	
  for	
  
conAnuum



Soon (?): an ALMA 1.3-mm image of the Hubble Ultra Deep Field
  (PI: Jim Dunlop, Edinburgh)

Mosaic of 45 deep pointings in ALMA’s band 6
  (40h total integration time), mapping 2’ x 2’ 

         Simulations for three different 
         models predictions

Figure 3: Three alternative simulated ALMA Cycle-1 1.3-mm images of the 4-arcmin2 HUDF, along with predicted > 4σ
source numbers and redshift distributions, N(z). All three simulations are based on the detailed SED modelling of !2000
sources in the HST ACS+WFC3/IR imaging of the HUDF, but invoke different (physically and observationally-motivated)
prescriptions for how dust-enshrouded SFR is related to the physical properties of the galaxies as derived from the optical–
near-infrared data. In Simulation 1, the real HUDF galaxies have been assigned 1.3-mm fluxes using their known photo-zs,
and assuming that total SFR = 5× the raw UV-determined SFR, typical of the correction commonly assumed when
estimating star-formation density from studies of Lyman-break galaxies at z ! 2 − 3 (e.g. Hopkins & Beacom 2006). In
Simulation 2, the dust-enshrouded SFR is assumed to follow galaxy stellar mass, with Specific SFR following the redshift
dependence summarized by Gonzalez et al. (2010), and a somewhat different subset of (real) HUDF galaxies are predicted
to be most prominent at 1.3-mm. In Simulation 3, the same correction factor to UV SFR as used in Simulation 1 is assumed
to apply out to z ! 3, but at higher redshifts this factor is assumed to decline ∝ (1 + z)−2 to represent the decline in dust
inferred from studies of UV continuum slope in galaxies from z ! 3 to z ! 6 (e.g. Bouwens et al. 2009). Reassuringly, all
three simulations transpire (without design) to produce only one source at S1.3 > 2mJy, consistent with the bright AzTEC
source counts (at a redshift indicated by the shaded histogram), but also plausibly-large numbers of fainter sources. These
detailed simulations demonstrate the huge power of our proposed, unconfused Cycle-1 ALMA observations to revolutionize
our understanding of the faint number counts and, in combination with the HST-derived photometric redshifts, to distinguish
between these, and other alternative scenarios for the level, evolution and physical origin of dust-enshrouded SFR (note that
all 3 simulations predict more than 1 source per pointing, providing additional motivation for a complete mosaic).

5

Figure 1: A demonstration of the power of undertaking the first deep ALMA mosaic in the Hubble Ultra Deep Field, with
its unparalleled optical-infrared imaging/spectroscopy. Left: the best-fitting two-component SED fit to the HST-ACS +
HST-WFC3/IR + Spitzer-IRAC photometry of the galaxy associated with the only (sub-)millimetre source detected in the
HUDF to date (AzTEC GS18: Scott et al. 2010 ≡ LESS 32; Weiss et al. 2009). The χ2 inset shows the galaxy has an
accurate and robust photometric redshift z = 2.97±0.05. The blue line indicates the contribution of the younger star-forming
component to the overall SED fit (shown in black), while the red line indicates the contribution of the mass-dominant more
mature stellar population. The inferred stellar mass is M∗ " 2.5×1011 M". Right: the basic rest-frame optical morphology
of this z " 3 galaxy can be determined via the WFC3/IR imaging. Three 12 x 12 arcsec stamps are shown; the first
shows the real H-band image of the galaxy associated with the AzTEC/LESS source, the second shows the best fitting
axi-symmetric model, and the third shows the residual model-subtracted image. In this case the best-fitting model is a disc
galaxy (Sérsic index n = 1.09) with a half-light radius of r0.5 = 4kpc; Dunlop et al. (2011b). The crucial point is that we
already possess such redshift and structural information for the " 2000 known galaxies in the HUDF, enabling immediate
physical interpretation of the 1.3mm detections we will discover with ALMA.
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Figure 2: An illustration of the merits of undertaking our proposed ALMA Cycle-1 imaging of the HUDF at λ = 1.3mm
(= 221GHz). The left-hand plot shows, in the upper panel, the predicted redshift dependence of 1.3-mm flux density,
S1.3mm, for a typical mm/sub-mm galaxy dust-template (Michalowski et al. 2010) assuming a SFR = 25M" yr−1 (and the
IMF of Chabrier 2006). For all redshifts z > 1, the anticipated threshhold flux-density is virtually independent of redshift,
and varies between 4 and 5-σ, given our proposed mosaic rms noise of σ1.3 " 0.031mJy. The lower panel in the same
plot shows that, at z > 2, flux-density at λ = 850µm is less than 3 times that predicted at λ = 1.3mm, and so 1.3-mm
observations become more efficient for source detection given the larger beam size. The adoption of a cooler SED (which
might be expected for lower-luminosity sources) would only further enhance this advantage of 1.3-mm. As shown in the
right-hand plot, the choice of 1.3-mm also enables us to image the whole HUDF with only 45 pointings. This plot shows
the proposed 45-pointing mosaic pattern overlaid on the 4-arcmin2 HST WFC3/IR H160 image of the HUDF. As shown
here we plan a beam spacing of 0.75 FWHM, which maximises coverage while minimizing mosaicing overheads, while at the
same time ensuring flat sensitivity to within " 5% across the image (note that as this is essentially a point-source detection
observation, we do not require Nyquist sampling, and just need to ensure near-flat sensitivity across the mosaic).
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Pairs in the ALMA deep field ?



Modelling part: predict pair counts etc. 
in and around mid- to high-z clusters

Method:
• produce	
  a	
  representaAve	
  mock	
  cluster	
  sample	
  (say	
  100	
  clusters),

using	
  N-­‐body	
  simulaAons	
  with	
  constrained	
  iniAal	
  condiAons
• also	
  produce	
  a	
  set	
  of	
  unconstrained	
  (‘field’)	
  N-­‐body	
  simulaAons
• run	
  a	
  phenomenological	
  galaxy	
  formaAon	
  model	
  plus	
  a	
  dust	
  

model	
  to	
  predict	
  conAnuum	
  fluxes	
  in	
  the	
  ALMA	
  bands
• build	
  lightcones	
  from	
  the	
  field	
  simulaAons	
  (lining	
  up	
  boxes	
  along	
  

the	
  line	
  of	
  sight),	
  and	
  insert	
  a	
  cluster	
  simulaAon	
  box	
  at	
  the	
  
intended	
  cluster	
  redshiH(s)

• find	
  pairs	
  etc.	
  !



ALMA	
  Band	
  4	
  field	
  lightcone	
  (‘deep	
  field’)
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ALMA	
  band	
  4,
compact	
  configuraAon:
~3”	
  resoluAon
(~25	
  kpc	
  at	
  z=1.7)

Field	
  size:	
  15’	
  x	
  15’



Add	
  cluster	
  at	
  1.7
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ALMA	
  band	
  4,
compact	
  configuraAon:
~3”	
  resoluAon
(~25	
  kpc	
  at	
  z=1.7)

Field	
  size:	
  15’	
  x	
  15’



z=1.7	
  cluster	
  sources	
  only
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ALMA	
  band	
  4,
compact	
  configuraAon:
~3”	
  resoluAon
(~25	
  kpc	
  at	
  z=1.7)

Field	
  size:	
  15’	
  x	
  15’



QuesAons,	
  discussion,	
  ...

19Figure 2: g′z′[3.6] images of J1053 (upper left), J0224 (lower left) and J0330 (upper right), and
J0225 (lower right) spectroscopically confirmed at z = 1.646, 1.633, 1.626 and 1.594 (Muzzin et al.
2013, DeGroot et al. 2013, in prep, Wilson et al. 2013, in prep). The FOV is ∼ 3 arcmin on a side
(∼ 1.5 Mpc at the redshift of the clusters). Note the large number of massive (3.6-µm bright)
galaxies, for most of which we were unable to obtain a redshift from the ground. 17-passband
broadband imaging spanning UV, optical, near-IR, Spitzer IR and Herschel far-IR is in hand.

Cluster Redshift Members Imaging

J105348+580444 (J1053) zspec = 1.646 ± 0.002 9 u′g′r′i′z′JKs[3.6][4.5][5.8][8.0][24][110][160][250][350][500]

J022426-032330 (J0224) zspec = 1.633 ± 0.001 12 u′g′r′i′z′YJKs[3.6][4.5][5.8][8.0][24][110][160][250][350][500]

J033057-284300 (J0330) zspec = 1.626 ± 0.001 12 u′g′r′i′z′YJKs[3.6][4.5][5.8][8.0][24][110][160][250][350][500]

J022546-035517 (J0225) zspec = 1.594 ± 0.001 11 u′g′r′i′z′YKs[3.6][4.5][5.8][8.0][24][110][160][250][350][500]

Summary of in hand-spectroscopy and multi-passband broadband imaging. J1053 &
J0225 have 17-passband imaging, and J0224 & J0330 have 18-passband imaging. The limiting
magnitudes are 26.3, 27.6, 27.2, 27.0, 25.6, 25.2, 24.5, 23.5, 23.1, 23.1, 19.7, 19.7, 18.0, 20.3, 19.9,
21.0, 20.7, 20.8 AB (5σ) at u′g′r′i′z′YJKs[3.6][4.5][5.8][8.0][24][110][160][250][350][500].
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